Abstract
This document proposes an initial GÉANT Open Cloud eXchange (gOCX) architecture, taking into account the background environment in which it will operate. It presents a brief overview of related projects, as well as possible extensions.
# Table of Contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Executive Summary</td>
<td>1</td>
</tr>
<tr>
<td>1 Introduction</td>
<td>2</td>
</tr>
<tr>
<td>2 Cloud Services in the R&amp;E Environment</td>
<td>4</td>
</tr>
<tr>
<td>2.1 Use Cases and Scenarios</td>
<td>4</td>
</tr>
<tr>
<td>2.1.1 Typical Uses of Cloud Services</td>
<td>5</td>
</tr>
<tr>
<td>2.1.2 Scientific data access – Big Data</td>
<td>6</td>
</tr>
<tr>
<td>2.1.3 Computational Power (e.g. HPC access, VMs, Virtual Computing Labs)</td>
<td>6</td>
</tr>
<tr>
<td>2.2 Reference Use Cases</td>
<td>7</td>
</tr>
<tr>
<td>2.3 Benefits of Dedicated CSP Connectivity</td>
<td>7</td>
</tr>
<tr>
<td>3 Open Cloud Exchange</td>
<td>9</td>
</tr>
<tr>
<td>3.1 Definition</td>
<td>9</td>
</tr>
<tr>
<td>3.2 Requirements</td>
<td>10</td>
</tr>
<tr>
<td>3.3 Architecture and Components</td>
<td>11</td>
</tr>
<tr>
<td>3.4 Design</td>
<td>13</td>
</tr>
<tr>
<td>3.5 Implementation Models</td>
<td>15</td>
</tr>
<tr>
<td>4 Related Projects</td>
<td>16</td>
</tr>
<tr>
<td>4.1 Prototype gOCX Services Implementation by SURFnet</td>
<td>16</td>
</tr>
<tr>
<td>4.2 SURFConext</td>
<td>16</td>
</tr>
<tr>
<td>4.3 The GLIF “Automated GOLE Pilot” Project</td>
<td>17</td>
</tr>
<tr>
<td>4.4 Federated Access to Web resources: eduGAIN</td>
<td>17</td>
</tr>
<tr>
<td>4.5 GRNET Okeanos Project</td>
<td>18</td>
</tr>
<tr>
<td>5 Conclusions</td>
<td>19</td>
</tr>
<tr>
<td>References</td>
<td>20</td>
</tr>
<tr>
<td>Glossary</td>
<td>22</td>
</tr>
</tbody>
</table>
## Table of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>Enterprise or scientific workflow implemented on a heterogeneous multi-provider infrastructure</td>
<td>11</td>
</tr>
<tr>
<td>3.2</td>
<td>gOCX on the Cloud Carrier or Network Provider level</td>
<td>12</td>
</tr>
<tr>
<td>3.3</td>
<td>gOCX functional components (core and optional)</td>
<td>13</td>
</tr>
<tr>
<td>3.4</td>
<td>gOCX topological model and TTP role for establishing dynamic trust relations</td>
<td>14</td>
</tr>
<tr>
<td>3.5</td>
<td>Single gOCX located at GÉANT or NREN premises: hierarchical</td>
<td>15</td>
</tr>
</tbody>
</table>
Executive Summary

The rapid increase in the use of cloud based services and cloud computing technologies has caused an urgent need to research the general architecture and network technologies that are best suited for cloud-based services.

A brief review of cloud services in the Research and Education environment demonstrates the need to support not only typical users (with email, cloud storage and CloudApps services) but also those Data Intensive Science applications (i.e. “Big Data” science) with access to High Performance Computing, VMs and Virtual Computing Labs, in order to provide practically unlimited resources on demand. NRENs are striving to modify and improve their networks so that they can offer scalable cloud-based services with the high Quality of Service (QoS) users have come to expect.

This document proposes a solution, the GÉANT Open Cloud eXchange (gOCX), that considers these trends in cloud services and addresses the related problems. The main purpose of gOCX is to provide a framework and facilities for higher QoS cloud services delivery from the Cloud Service Providers (CSPs) to the NREN’s customers (universities, research institutes and other organisations) and to end-users. It also aims to simplify the integration of cloud-based applications between universities. Concerned only with service delivery, the gOCX remains neutral with respect to actual cloud services provisioning, limiting its services to the Layers from 0 to 2 of the transport network in order to remain transparent to the current cloud services model.

Section 2 gives an overview of the typical cloud services that have been embraced by universities and research institutes as well as detailed analyses of a few selected use cases in order to obtain a clearer picture on the range of cloud service usage by these institutions. The results of this analysis show a need for a dedicated cloud services delivery infrastructure that will support the emerging advanced research and collaboration at universities and other research centres.

Section 3 of this paper lists the requirements, the architecture and components, and the design elements of the GÉANT Open Cloud eXchange.

Finally, section 4 looks at projects that are related to gOCX and that may provide helpful lessons: Prototype gOCX services implementation by SURFnet using Open Lightpath Exchanges (OLE); SURFConext; automated GLIF Open Lightpath Exchange (GOLE), using eduGAIN as a model for the gOCX TTP trust management and services federation; and the GRNET Okeanos project.
1 Introduction

The use of cloud-based services and Cloud Computing technologies [NISTdef], [NIST-CCRA], [NISTrec], [CiRefFW] is set to increase rapidly among universities and NRENs in the near future. This causes an imperative need to research the general architecture and network technologies that are best suited for cloud-based services. The results of these research activities will help NRENs modify and improve their networks so that they can offer scalable cloud-based services with high Quality of Service (QoS) to their users. The network infrastructure plays an important role in delivering cloud services and can be viewed as being comprised of three interdependent structures:

- The user access network, which connects users to applications.
- Extreme high-speed networks, which interconnect physical servers and offer fast migration of their virtual machines (VMs).
- Megapipe networks, interconnecting storage tiers.

Thus, one of the key challenges of supporting the high demands of cloud computing is to investigate and propose a suitable network architecture and its interdependent structures that will satisfactorily respond to user demands.

Among other factors, the need for enabling dedicated high QoS for cloud services is mostly driven by the increasing demand from emerging Data Intensive Science applications (i.e. “Big Data” science) that require both advanced computing and networking infrastructure and infrastructure to support collaborative groups. Big Data science has created the need for an additional consolidation of technologies that will help address both infrastructure performance and manageability for data/computing-centric/driven tasks and for advanced user support for project-oriented collaborations. At present, NRENs are providing network access and advanced infrastructure services for their constituencies, as well as the infrastructure for federated access control and cross-organisational collaborative groups support. All of the external cloud services provided by outside Cloud Service Providers (CSPs) are being delivered over the common Internet connections together with the rest of the commodity traffic. Taking into account future trends, the work presented in this document focuses on the network elements and orchestration that will help NRENs (and GÉANT as a whole) to support high-demand cloud-based services with guaranteed QoS.

The higher QoS required by cloud services can be delivered in different ways. In many cases, large CSPs can create/establish a Point of Presence (POP) for large customers. A recent example of this approach is the established Microsoft POP at the UK education network [MSinUKedu]. On the other hand, customers with distributed campuses are prepared to consider extending their network to a CSP’s POP. The latter approach is
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becoming popular among NRENs at national level. This approach can be also used for Europe-wide projects and communities. At the same time, CSPs are starting to offer dedicated links to their cloud facilities, as is the case with Amazon’s Direct Connect service [AmazonDC].

This document proposes a solution, the GÉANT Open Cloud eXchange (gOCX), that considers these trends in cloud services and addresses the related problems. Its main purpose is to outline an initial gOCX architecture and design within the background environment in which it will operate, including standardisation activities related to the inter-cloud technologies.

The main purpose of gOCX is to provide a framework and facilities for higher QoS cloud services delivery from the CSPs to NREN customers (universities, research institutes and other organisations), as well as to end-users. It also aims to simplify the integration of cloud-based applications between universities. Concerned only with service delivery, the gOCX is not involved in actual cloud services provisioning and limits its services (taking into consideration the transport network) to the Layers from 0 to 2, in order to remain transparent to the current cloud services model.

The motivations behind the development of gOCX are discussed by giving examples of general use cases, based on which the gOCX requirements are defined. A brief overview of other related projects is also presented in Section 4. Finally, a summary of future activities and possible extensions is provided.
2 Cloud Services in the R&E Environment

The growth in cloud services is mostly due to the extensive number of use cases and usage scenarios that offer great cost benefits based on the pay-as-you-go model along with its great scope for scalability. General use cases and usage scenarios have been defined by the industry and documented by NIST [NISTusecases], Open Data Center Alliance [ODCA], and the Global InterCloud Technology Forum [GICTF].

While universities and research institutes have embraced the typical cloud services offered (e.g. email), there are also a number of specific cloud service usage scenarios for research and education (R&E) institutions that go beyond general use cases. Thus, in order to obtain a clearer picture of the full range of cloud service usages by these institutions, it was important to gain an overview of the typical cloud use by universities and the research community, as well as to carry out a deeper detailed analysis of a few selected use cases. The results of this analysis show what motivates the need for a dedicated cloud services delivery infrastructure that will support emerging advanced research and collaboration at universities and other research centres.

2.1 Use Cases and Scenarios

The cloud services provided by GÉANT and NRENs are targeted at universities and research institutes/centres as service users, with academic staff and students as end-users. Thus, the potential number of users may be measured in tens of millions. Cloud services can make academic network usability, administrative processes, research and scholarly collaboration more efficient and effective on a local, national, regional and global scale. Because of the vast number of end users, it is essential that all supported cloud-based (as well as non-cloud-based) systems can be accessed via a Central Authentication Service (CAS) using single sign-on (SSO). SSO can also be combined with Federated authentication, allowing members of one organisation to use their authentication credentials to access a cloud service of another institution. Hence, trust relationships that allow different entities to accept each other’s assertions are essential.
2.1.1 Typical Uses of Cloud Services

Cloud computing services are seen as a solution for the near insatiable demand from researchers for bandwidth and computing power and from students for sound- and video-intensive applications. An important option is the development of collaborative service offerings among universities. The following are the typical/popular uses of cloud services by universities on a departmental/institutional level as well as at the individual level for staff and students.

2.1.1.1 Email

In any organisation, email is usually among the first services to be moved to a public cloud environment from the on-site data centre. The cloud solution provides one consolidated place for all distributed entities inside the organisation, while applying less limitations (e.g. inbox size) using scalable and well-distributed resources. This is especially the case for universities that do not have the resources to provide for their large and rapidly changing user base. Migrating email to the cloud also has the benefit of global accessibility, which is vitally important for the mobile research community.

2.1.1.2 Storage services

Storage services are very popular both for backup purposes and for sharing documents and data. Documents and data sharing are important services to support inter- and intra-organisational collaboration. Cloud storage options allow organisations to choose one or more cloud locations to store files. Once saved, the files are easily accessible via the web, reducing the need for multiple copies or additional disk space on the computer or mobile device. Cloud storage providers include Box, Dropbox, GoogleDrive and SkyDrive. All of the supported locations can be accessed using a single point of entry Central Authentication Service (CAS). Despite the existing security concerns these services are quite popular for regular, non-security-critical cases. The TERENA community is developing secure cloud storage sponsored by TF-Storage [TFstorage].

2.1.1.3 CloudApps services

The advantages of cloud applications (i.e. Software as a service – SaaS) to researchers and students are making them quite popular. SaaS users can access the application “anytime, anywhere”, share data and collaborate more easily, as well as keep the data stored safely in the infrastructure.

Universities can use CloudApps to effectively implement collaborative learning approaches where the students are able to work alongside students from other locations in order to achieve a common goal. CloudApps and collaboration technologies can improve educational services, giving students access to low-cost content, online instructors, and communities of fellow learners, thereby greatly enhancing e-learning capability and making distant learning more effective and more efficient.
From the researchers’ point of view, SaaS applications can provide seamless collaboration on joint international projects and a way of making e-Infrastructure resources available. CloudApps allow researchers to easily define a computational task and provide fast access to results.

### 2.1.2 Scientific data access – Big Data

Many general research and specialised scientific software and applications are provided in the form of SaaS. Although SaaS are usually mostly interactive applications, there are also opportunities for batch-processing for jobs that can analyse terabytes of data and take hours to complete. The cloud computing model is a perfect match for Big Data-related research since it provides unlimited resources on demand. Currently, increasing amounts of scientific data are available to research communities and collaborative groups in the form of Grid and cloud storage resources (e.g. LHC experiment data and genome data) provided worldwide.

Programming abstractions such as Google’s MapReduce [MapReduce] and its open-source counterpart Hadoop [Hadoop] allow programmers to deal with Big Data tasks while hiding the operational complexity of the parallel execution across hundreds of servers. Integrating data from a widespread network of sensors is another example of applications spanning across many different fields. Moreover, the latest versions of different software packages are capable of using cloud computing to perform intensive evaluations. Another interesting model is based on keeping the data in the cloud and relying on having sufficient bandwidth to support visualisation and a responsive GUI back to the end-user.

### 2.1.3 Computational Power (e.g. HPC access, VMs, Virtual Computing Labs)

Members of the academic community rent/use on-demand computational and storage services offered by:

- Public vendors, or
- Other organisations inside NRENs’ national networks, or
- Academic organisations reachable via GÉANT.

Cloud services can be provided using a high-performance supercomputer cluster, or virtual machines, depending on the needs of the researchers. National and organisational data centres are increasingly providing access to High Performance Computing (HPC) as IaaS cloud services.

Using cloud Infrastructure as a Service (IaaS) services is popular for deploying multiple VMs that can be used for running user-designed services and experimenting with new infrastructure services and protocols. Different types of IaaS cloud offerings can be set up (e.g. Nimbus, OpenStack, or Eucalyptus clouds). The virtual appliances provided can also be used for training and education or for the creation of virtual computing labs. Moreover, science experiment setups can contain references to cloud applications, making such experiments easier to replicate.
2.2 Reference Use Cases

In most cases, cloud services are fulfilled over the Internet and do not require any specific network services. However, advanced research activities (i.e. Big Data science) require access to very large datasets, scientific instruments and HPC. Combining all these components into one scientific infrastructure requires a dedicated network infrastructure and related services to support researcher collaborations.

In terms of generic Cloud Services Models [NISTarch], [CIRefFW], [ICAII], [Demchenko], such a functionality can be defined as an InterCloud Access and Delivery Infrastructure (ICADI) with the main purpose of delivering cloud-based services to organisational customers and end users.

The following reference use cases that require a dedicated infrastructure for delivering cloud services to campus users can be currently identified:

- Streaming high-speed, high-volume experimental or visualisation data to (and from) labs in campus locations that may require dedicated links;
- Scientific data processing with Massively Parallel Processing (MPP) tools available in facilities that are distributed among universities and research organisations;
- CSP and campus network peering over dedicated L0–L2 fibre links.

These reference use cases are collected for the purpose of identifying the required functionality for the ICADI that structurally includes all infrastructure components between the CSP, the final consumer and other entities involved in cloud services delivery and operation.

2.3 Benefits of Dedicated CSP Connectivity

An overview and analysis of the different R&E use cases highlights where a dedicated connection to the CSP is needed to achieve a guaranteed QoS to improve the performances of scientific applications. As previously discussed, these are first of all the Big Data cloud-based applications as well as other use cases that demand an unusual bandwidth and involve moving a vast amount of data between the CSP and the end users. Since all of the cloud services offered by providers outside the NRENs are provided via the Internet, the current network architecture faces difficulties trying to accommodate these specific use case scenarios. One possible solution to this problem is to establish dedicated links between the GÉANT communities and CSPs and to utilise these links for special-purpose cloud services, in order to guarantee the required QoS and satisfy the end-user demand. As mentioned earlier, this actually represents one of the main goals of gOCX, and its introduction would result in a number of benefits in this respect for the academic community.

Using gOCX, a consortium-wide sourcing model can be implemented. This model is based on a not-for-profit aggregation of demand, so that organisations can then either provide cloud services for themselves, or contract to have them provided by a commercial or institutional cloud provider. Aggregating demand would help keep providers accountable and focused on addressing client needs and would allow the universities to preserve
negotiating leverage. Cloud providers on their part would benefit from not having to negotiate agreements with each organisation separately, but only with the gOCX as a single customer.

Since gOCX enables the sharing of private dedicated links to CSPs, this means that other NRENs can also benefit from an already established private link at a given NREN by enabling other universities to reuse the separate fast, stable and secure GÉANT network.

The GÉANT shared cloud services environment also guarantees a certain degree of standardisation, and this best practices approach can ensure that providers meet "reasonable standards" expectations.
3 Open Cloud Exchange

The GÉANT’s Open Cloud eXchange (gOCX) is a design solution that addresses the current difficulties in delivering cloud services to organisational/enterprise customers and end users who demand guaranteed QoS while generating large quantities of network traffic. gOCX intends to bridge the gap between two major components of the cloud services provisioning infrastructure:

- The CSP infrastructure, which has a global footprint or is intended to serve the global customer community, including customers who have global/international presence or deliver services to the global/worldwide community; and
- The cloud services delivery infrastructure, which, despite the fact that the cloud services concept is based on ubiquitous Internet connectivity, in many cases requires dedicated local network infrastructure.

As discussed while analysing the different use case scenarios, there is an emerging need for joining/combining the CSP infrastructure and the local access network infrastructure. This is especially the case when facing the "last mile" problem in delivering guaranteed QoS cloud services to customer locations and end users.

3.1 Definition

The gOCX concept is based on and extends the Internet eXchange (IX) and Optical eXchange model with additional facilities/functionality to enable the establishment of ad hoc dynamic InterCloud federation and unrestricted cloud provider and customer peering. Peering of local infrastructure providers can also be provided in cases where the delivery of cloud services requires their involvement.

In addition to providing the physical location for interconnecting networks of the gOCX members, the gOCX adopts two basic principles in order to simplify and facilitate service delivery:

- No third-party services (e.g. service brokering, integration or operation) – this means that gOCX will not be part of or involved in business relations related to the actual cloud services delivery;
- Trusted Third Party (TTP) services to facilitate the establishment of ad hoc/dynamic federations – gOCX may provide services such as a trusted repository of PKI certificates and the services directory operating under community (and representative’s) supervision. gOCX will act as a policy authority for security and operational practices and may provide a clearing house service for SLA and PKI Certificate policies.
The gOCX’s role as a TTP will facilitate the creation of dynamic federations and the establishment of dynamic trust relations. Using the membership service in gOCX, member CSPs will be able to establish a trust relation via cross-certification or simply by providing trusted certificates in a repository similar to TACAR (TERENA Academic CA Repository) [TFstorage].

The envisioned gOCX functionality is part of the general ICADI as defined by the Intercloud Architecture Framework (ICAF) [ICAl], [Demchenko]. However, gOCX may limit its services to Layers from 0 to 2 in order to remain transparent to the current cloud services model.

3.2 Requirements

The general requirements for the gOCX functionality and its design are presented below. The rationale for the requirements is provided where necessary.

- Generally speaking, gOCX should follow and leverage the Internet eXchange (IX) design and operational principle, adopted in such a way that it supports the specifics of cloud services provisioning. From this perspective, similarly to IX, gOCX can be defined as a place for inter-connection and peering between cloud service providers and customers.

Big cloud providers are increasingly becoming global service and infrastructure providers with their own international infrastructure, which does not have to be TCP/IP based, and can therefore handle a significant amount of their own and customers’ traffic internally.

gOCX may also benefit from being co-located with a colocation service provider, NREN exchange points, or a regional data centre servicing the regional or national research community.

- Primarily, gOCX should provide Layer 0 to Layer 2 network services to interconnect CSP Points of Presence (PoP). This will make it fully transparent to current cloud services models, which generally use Layer 3 network infrastructure virtualisation for deploying VMs and interconnections.

However, further performance optimisation for the cloud infrastructure may require Layer 2 network virtualisation. Consequently, this may require gOCX services at the lower layers.

- gOCX should support secure topology information exchange between its peering members, as an important component/requirement for effective services interconnection at different networking layers.
- gOCX’s interconnection network infrastructure must guarantee high QoS parameters (e.g. bandwidth, latency, and jitter) in accordance with the cloud services provided by the connected CSPs and the agreed SLAs.
- gOCX should provide smooth service delivery and integration between CSPs and customers. Besides network connectivity, this implies including support for federated services integration and operation.

These additional services can be generally defined as Trusted Third Party Services (TTP) and may include but are not limited to:
- Trusted introducer service that can be supported by the Trusted Certificates Repository (similarly to the TACAR service offered by TERENA [TACAR].
- CSP and Cloud Services Directory and Discovery Service.
- SLA repository and clearinghouse.

The gOCX architecture should allow for a flexible operational scenario. In order to increase flexibility it may have hierarchical architecture and can be operated by both, NRENs and GÉANT.

When implemented with modern optical network technologies (e.g. Lambda and DWDM), gOCX can be easily implemented using different distributed topological models: extended, collapsed or hierarchical.

### 3.3 Architecture and Components

Figure 3.1 illustrates the general case of implementing an enterprise or scientific workflow on a heterogeneous multi-provider infrastructure. A gOCX that can be placed between the customers/campuses and cloud providers will provide facilities for interconnecting all members and entities of the federated cloud infrastructure.

![Diagram](image_url)

Figure 3.1: Enterprise or scientific workflow implemented on a heterogeneous multi-provider infrastructure

Figure 3.2 shows another view where gOCX services can be provided by the Cloud Carrier or on the Network Provider level, in this case by the NREN or GÉANT.
Architecturally and functionally the gOCX includes the following services and functional components (see Figure 3.3):

- Physical Point of Presence (PoP) for providers and customers.
- L0-L2 network interconnection facility (optionally also connectivity using dedicated optical links). The associated service should allow topology information exchange between providers and customers in a secure and consistent way.
- Trusted Third Party (TTP) services in order to support dynamic peering, business/service and trust relation establishment between gOCX members. The specific services may include:
  - Trusted Certificates repository and associated Trusted Introducer service in order to allow establishment of dynamic trust associations and/or federations.
  - Trust Broker service supported by either or both the Trusted Introducer and privacy/data security policy Registry or clearinghouse.
- Publish/subscribe Services Directory and Discovery, in order to provide a list of all CSPs and their cloud services offered so that customers can subscribe to chosen services. An SLA clearing-house service can also be provided.
- Cloud Service Broker (this is an optional additional component) that will provide service advice and integration for the contracted community.

Figure 3.3 provides an overview of the core gOCX components as a part of the federated Intercloud infrastructure that involves multiple CSPs that use gOCX for transparent exchange of traffic/communications between cloud services.
3.4 Design

The following design proposals are derived in order to implement the functionalities described in the Requirements and Architecture and Components sections.

Topologically, gOCX should allow any-to-any interconnection at Layer 0, Layer 1 and Layer 2. This can be implemented by using corresponding L0–L2 optical switches. Figure 3.4 illustrates the switching topology of gOCX. Please note that the final design implementation must provide for a secure topology information exchange, as well as guaranteed QoS parameters.

Figure 3.4 also illustrates how gOCX can operate as a Trusted Third Party for establishing direct/dynamic trust relations between the gOCX members. These trust relationships can be used for establishing identity management federations among the gOCX members. The research work presented in [Chadwick] and [Ngo] can provide a solution and mechanisms for the establishment of the trust relation in the federated cloud environment. It is recommended that members have trust policies to define the trust criteria. As for defining and implementing a Trusted Introduction Protocol for the establishment of Dynamic Secure Federations using gOCX TTP services, the design should be based on the solutions developed by the IETF Application Bridging for Federated Access Beyond web working group [IETF-ABFAB], [TrustRouter], as well as on the research work carried out by the University of Kent [Chadwick] and the University of Amsterdam [Ngo].

Figure 3.3: gOCX functional components (core and optional)
Figure 3.4: gOCX topological model and TTP role for establishing dynamic trust relations

The characteristics of the gOCX require fast decision-making and policy-enforcement mechanisms to enable the transparent coordination of cloud service transactions traffic. gOCX can benefit from adopting the SDN’s main design principle, namely the separation of the control and data planes. In this way, the data plane can be optimised by simply applying forwarding rules efficiently at any layer (L0–L2), while the SDN controller will implement the control using data forwarding, data filtering, policy enforcement, TTP services, etc. A modular implementation of the SDN controller such as the one offered by Floodlight [Floodlight] or an implementation using the Network as a Service (NaaS) concepts developed by frameworks such as OpenNaaS [OpenNaaS], will provide the flexibility and extensibility that allow easy adaptation of interconnectivity requirements.

In addition to the SDN-based design, the gOCX design needs to include and define the additional major APIs needed to establish and access the gOCX services. These will be typically activated in the process of subscribing to or changing the CSP and during customer setup and establishment of trust relations. In this context, it should be stressed again that gOCX is intended to be transparent to higher-level cloud services protocols and communications.

The following is a non-exhaustive list of groups of APIs that need to be defined:

- gOCX interconnection API that should include the following functions:
  - Interconnection topology, presumably “many-to-many”.
  - Links bandwidth and other QoS parameters.
  - VPN/virtual circuits setup, etc.
- Access (publish-subscribe) to gOCX for CSPs, Customers together with a Service Directory listing.
  - Presumably Web Services SOAP or REST interfaces.
- Access SLA and security policy repository and clearinghouse.
  - Presumably Web Services SOAP or REST interfaces.
- Access gOCX Trusted Anchors Repository that will collect and store certificates of gOCX members.
- Presumably Web Services SOAP or REST interfaces.
- (Optional) Secure Token Service (STS) and Federated Identity Provider (FIDP) that can be provided by the GÉANT network or the local NREN.

### 3.5 Implementation Models

There are different possible locations for gOCX placement: at NRENs, at GÉANT premises and combined versions based on a hierarchical gOCX infrastructure and extended gOCX backplane/backbone.

![Diagram](image)

**Figure 3.5:** Single gOCX located at GÉANT or NREN premises: hierarchical

In order to avoid any problems with a single point of failure inherent in the solution that includes a single gOCX on L0–L3 (IP) and DFlow located on GÉANT’s or the NREN’s premises, a hierarchical gOCX architecture is favoured. Figure 3.5 illustrates the hierarchical approach with a gOCX at the Trans-European/GÉANT level interconnected with the national gOCXs run by NRENs. Together, they create a cross-border cooperative access infrastructure to cloud services. Each gOCX operates independently, while dedicated (virtual) links are used to interconnect them. Another possibility is a distributed gOCX topology that uses an extended backplane approach where the gOCX switching backplane is extended to a remote location.

In order to establish proof-of-concept, a gOCX demo has been created [TNC] according to the hierarchical implementation model involving a gOCX on the GÉANT level with three gOCXs at different NRENs. The demonstration enables cross-domain VM creation and migration as well as cloud storage usage. The user activities during the demo were also used as a basis for network monitoring and establishing a baseline for the QoS guarantees.
4 Related Projects

4.1 Prototype gOCX Services Implementation by SURFnet

Open Lightpath Exchanges (OLE) allow for any party connections and do not impose any limitations on possible cross connects. These cross connects are always transparently made at L2 or below. SURFnet and NetherLight have been performing pilots with cloud providers who want to offer their services with lightpath characteristics to SURFnet-connected institutions. NetherLight’s OLE concept is similar, but with a possible marketplace function. Via this marketplace, cloud providers can offer their services to SURFnet-connected institutions, as well as to other R&E institutions and to other cloud providers via connected OLEs.

Most of the research community would like to use dedicated paths to the cloud provider in order to ensure secured access with no sensitive traffic traversing the Internet and make it possible to incorporate cloud machines into their own network. Connecting the services of GreenQloud (a company from Iceland that provides storage and computation in the cloud) with lightpaths via NetherLight gives SURFnet-connected institutions some advantages over regular IP services, such as guaranteed bandwidth and latency, traffic separated from the regular Internet, possibility of domain extension (VMs appear as if inside the campus network) and cost reduction from offloading traffic. In addition, GreenQloud is also connected to the SURFconext platform, thus providing all their researchers, students, teachers and ICT staff with safe and easy access.

Unified communications, providing a combination of voice, chat, audio- and videoconferencing, can be used via the regular Internet. However, this does not provide enough reliability and QoS and therefore a dedicated path between the institution and the cloud provider is required. In a successful pilot, OneXS provided unified communications for Windesheim University of Applied Sciences. A few months later, another SURFnet-connected institution requested to use the services of OneXS via NetherLight. Using the services of OneXS via lightpaths through NetherLight gave the connected institutions additional advantages like protection from DDOS attacks. The lightpaths between OneXS and our connected institutes are dedicated Ethernet services through NetherLight.

4.2 SURFConext

The SURFconext [SURFconext] infrastructure for online collaboration gives users access to the services of different providers, which can be accessed within a single environment. It connects a number of basic building blocks for online collaboration, such as:


- Federated authentication and authorisation – so that users can securely access all available services via the same account that they use at their own institution.
- Group management – making it possible for access to content and functionalities to be managed centrally.
- Standard data interface – for exchanging activities, reports, and group information (OpenSocial) with cloud applications.
- Various cloud applications (e.g. GoogleApps, EDUgroepen, Sharespace, Liferay Social Office).

SURFconext allows institutions to integrate internal and external online services, thus enabling them to offer users a collaboration environment within which they can access the online services that they require.

4.3 The GLIF “Automated GOLE Pilot” Project

The Global Lambda Integrated Facility (GLIF) is a cooperation between NRENs and research institutes with a twofold goal: to create a forum for engineers and researchers to exchange experiences, and to cooperate to make lambdas available for researchers and projects involved in data-intensive research.

In order to make global optical networking possible, GLIF exchange points have been created where long connections can be linked together to create multi-domain lightpaths. These exchange points typically connect users on layers below L2. In order to clarify the policy applied at exchange points, the concept of a GLIF Open Lightpath Exchange (GOLE) has been defined. This mandates that GOLEs treat everyone the same, and be open about any policy that may be applied [GOLE].

Since the start of GLIF, inter-domain lightpath provisioning has involved much manual processing and actions, since each actor has to play an active role in the process of creating the lightpath, ranging from approving the request to changing the configuration of the network to accommodate the request. Often these are distributed over several time zones, which means that a lightpath request can take about two weeks to be implemented. Based on the Network Services Interface [NSI], the Automated GOLE testbed created by thirteen GOLEs with different implementations of the NSI Connection Service has made it possible for lightpaths to be created and destroyed within seconds. The early experiments with the Automated GOLE testbed have also helped to improve the NSI Connection Service version 2, which is now submitted as a draft standard.

4.4 Federated Access to Web resources: eduGAIN

The GÉANT community has long-term experience in federated network and services access. Federations are typically created at the national level and run by NRENs. To allow federated access at the trans-European level, the community has challenged the level of services federation by enabling inter-federation access, that is, the possibility for users from one federation to access services provided by another federation. This process is made possible through an infrastructure that supports the exchange of information between different countries, by technologies that enable the process to take place in a secure fashion and by legal obligations (such as data protection laws or contractual agreements) that ensure that the user’s data are securely handled.
eduGAIN [eduGAIN] is an infrastructure that enables the trustworthy exchange of information about authentication and authorisation between GÉANT partners and beyond. eduGAIN can provide a good model for the gOCX TTP trust management and services federation.

4.5 GRNET Okeanos Project

The GRNET Okeanos project [Okeanos] aims to build a Cloud Infrastructure in order to provide an IaaS service similar to Amazon AWS (Cyclades), a Storage Service (Pithos+), Virtual Networks, and Virtual Firewalls.

Okeanos supports KVM-based VMs. VM storage volumes are physically stored as objects in a distributed, redundant, object-based storage backend. The storage backend is deployed in commodity physical nodes, in a distributed, shared-nothing architecture (i.e. none of the nodes share memory or disk storage) and with no single point of failures (SPOFs). Storage bandwidth and capacity scale with the number of storage nodes, which are added and removed in a live system, with dynamic object replication and automatic rebalancing. This allows for seamless VM migrations between physical nodes.

Okeanos provides virtual Ethernets as a separate resource, giving the user freedom to create arbitrary network topologies of interconnected VMs, e.g., for multi-tiered deployments of enterprise software. Private networks are supported by the API and are exposed all the way to the web UI. Each private network is an isolated Ethernet segment, carrying raw L2 Ethernet frames. This gives an unrestricted choice of IP addressing schemes, allows user set DHCP services to be run, and also supports non-IP traffic. VMs see a separate virtual Ethernet NIC for each private LAN they are part of. The user may protect each public IPv4/IPv6 interface with a virtual firewall, choosing from a number of predefined firewall configurations. Firewalling is provided as a virtual appliance by the infrastructure and works independently from the guest OS running inside a VM.
5 Conclusions

In this white paper, the concept of the GÉANT’s Open Cloud eXchange (gOCX) has been proposed. gOCX aims to bridge the gap between the two major components of the cloud services provisioning infrastructure: the Cloud Service Provider (CSP) and the cloud services delivery infrastructure (which in many cases requires dedicated local infrastructure and quality of services that cannot be delivered via the public Internet infrastructure).

The gOCX will provide member peering while at the same time solving the "last mile" problem in delivering cloud services to customer locations. It remains neutral with respect to actual cloud services provisioning and limits its services to L0–L2 in order to remain transparent to the current cloud services model. The initial set of requirements for gOCX has been provided together with a discussion about possible design and implementation models. The proposed gOCX concept will leverage the existing Internet eXchange by the Internet community and the GLIF Open Lightpath Exchange by the GLIF community. Moreover, it proposes additional functionalities that will simplify inter-CSP and customer infrastructure integration while supporting basic cloud-service provisioning models. The most important of these additional features are the Trusted Third Party services that allow for federated infrastructure and access control.

Future efforts will be directed towards a comprehensive definition of the gOCX components, detailing use cases and requirements, after which a pilot implementation can be carried out at a selected number of NRENs and on the GÉANT network. Special attention will be given to enabling secure information exchange between gOCX members.

The project recognises the importance of receiving feedback from the wider community and will propose the gOCX architecture and operational model to standardisation bodies such as the IETF and the Open Grid Forum (OGF) Research Group on Infrastructure Services On-Demand provisioning [ISOD-RG].
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# Glossary

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABFAB</td>
<td>Application Bridging for Federated Access Beyond web</td>
</tr>
<tr>
<td>CAS</td>
<td>Central Authentication Service</td>
</tr>
<tr>
<td>CSP</td>
<td>Cloud Service Provider</td>
</tr>
<tr>
<td>DDOS</td>
<td>Distributed Denial of Service attack</td>
</tr>
<tr>
<td>DWDM</td>
<td>Dense Wavelength Division Multiplexing</td>
</tr>
<tr>
<td>GICTF</td>
<td>Global InterCloud Technology Forum</td>
</tr>
<tr>
<td>GLIF</td>
<td>Global Lambda Integrated Facility</td>
</tr>
<tr>
<td>gOCX</td>
<td>GÉANT Open Cloud Exchange</td>
</tr>
<tr>
<td>GOLE</td>
<td>GLIF Open Lightpath Exchange</td>
</tr>
<tr>
<td>HPC</td>
<td>High Performance Computing</td>
</tr>
<tr>
<td>IaaS</td>
<td>Infrastructure as a Service</td>
</tr>
<tr>
<td>ICADI</td>
<td>InterCloud Access and Delivery Infrastructure</td>
</tr>
<tr>
<td>ISOD-RG</td>
<td>Research Group on Infrastructure Services On-Demand provisioning</td>
</tr>
<tr>
<td>IX</td>
<td>Internet Exchange</td>
</tr>
<tr>
<td>MPP</td>
<td>Massively Parallel Processing</td>
</tr>
<tr>
<td>NaaS</td>
<td>Network as a Service</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>NREN</td>
<td>National Research and Education Network</td>
</tr>
<tr>
<td>NSI</td>
<td>Network Services Interface</td>
</tr>
<tr>
<td>ODCA</td>
<td>Open Data Center Alliance</td>
</tr>
<tr>
<td>OGF</td>
<td>Open Grid Forum</td>
</tr>
<tr>
<td>PKI</td>
<td>Public Key Infrastructure</td>
</tr>
<tr>
<td>POP</td>
<td>Point of Presence</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>R&amp;E</td>
<td>Research and Education</td>
</tr>
<tr>
<td>SaaS</td>
<td>Software as a Service</td>
</tr>
<tr>
<td>SDN</td>
<td>Software Defined Networking</td>
</tr>
<tr>
<td>SLA</td>
<td>Service Level Agreement</td>
</tr>
<tr>
<td>SPOF</td>
<td>Single Point of Failure</td>
</tr>
<tr>
<td>SSO</td>
<td>Single Sign-on</td>
</tr>
<tr>
<td>TACAR</td>
<td>TERENA Academic CA Repository</td>
</tr>
<tr>
<td>TTP</td>
<td>Trusted Third Party</td>
</tr>
<tr>
<td>VM</td>
<td>Virtual Machine</td>
</tr>
</tbody>
</table>